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Abstract 

The pi-persistent protocol has received a lot of attention from the research community and is considered to be a very 
suitable candidate for multiple-access communication over high-speed metropolitan area networks (MANS). The pi-per- 
sistent is a unit-capacity and distance-insensitive protocol. Further, it is a very fair protocol. In order to make the 
p,-persistent protocol adaptive to changing load conditions, the inventors of the protocol proposed a novel dynamic algorithm 
that continuously adjusts the stations’ probabilities pi’s at their proper levels as governed by the offered traffic. While this 
dynamic algorithm achieves extremely good results, it requires N i- 1 counters at the interface of each station to the network 
for an N-station network. Moreover, it requires a large processing time for updating the pi’s of all stations which can have a 
big effect on the behavior of the protocol. In this paper, we propose a variant of this dynamic algorithm that solves these 
two problems while yielding exuctZy the same results as the original algorithm. Our new algorithm requires only a constant 
of 4 counters per station no matter how many stations are attached to the network. Further, the processing time for updating 
the pi’s is a lot less than that of the original dynamic algorithm. Thus, with our new algorithm, the p,-persistent protocol 
seems to be the ideal candidate for future generation MANS. 0 1997 Elsevier Science B.V. 
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1. Introduction 

There have been two schools of thought in the 
networking research community towards designing 
future generation Local/Metropolitan Networks 
CLANS/MANS). 0 ne school of thought suggests the 
design of these networks to be based on the Asyn- 
chronous Transfer Mode (ATM) of the B-ISDN world 
[ 11. The second school of thought suggests the design 
of these networks to be based on broadcast fiber-optic 
channels primarily due to the unidirectional nature of 
a fiber-optic medium and its cost-effectiveness [2,3]. 
Both camps have shown some of the advantages and 
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disadvantages of both schemes. However, we do 
believe that both schemes will co-exist together es- 
pecially given the fact that ATM cells can be natu- 
rally mapped onto the transmission slots of broadcast 
fiber-optic LANs/MANs. This, in turn, would make 
the interface between ATM LANs/MANs with a 
Broadcast fiber-optic LANs/MANs quite easy. 
Moreover, in CCITT Recommendations I.21 1 [4], a 
comprehensive list of broadband applications sup- 
ported by B-ISDN is given. It is argued in [51 that 
the same list can be taken as a guide for applications 
that may be supported by broadcast fiber-optic 
LANs/MANs even if the development emphasis for 
these networks is the reverse of that of B-ISDN, with 
connectionless data communications coming first and 
video services last. With that said, we take the 
second line of thought in this paper and assume the 
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Fig. I Unidirectional bus network topologies for MANS. 

design of LANs and MANS to be based on broadcast 
fiber optic networks as shown in Fig. 1. However, 
with this design choice come the challenge of de- 
signing Medium Access Control, or MAC, protocols 
for these networks. 

MAC protocols have been the subject of a vast 
amount of research over the past two decades. One 
reason for this research is that all higher layer ser- 
vices are built on the fundamental packet transfer 
service which is provided by the MAC sub-layer, 
and it is the MAC protocol which determines the 
characteristics of this fundamental service. Hence, 
improvements to MAC services result in improved 
system performance, while the provision of new 
MAC services means that new applications can be 
developed. Advances in technology have led to sig- 
nificant changes in the constraints for communica- 
tion networks. With the advent of optical fiber as a 
transmission medium which is projected to have 
speeds beyond 1 Gbits/sec, spanning distances in 
the hundreds of kilometers, and proving a wide 
spectrum of new services, more strict constraints on 
message/packet/slot processing times are imposed 
at the intermediate nodes, thereby providing a new 
challenge to MAC-level protocol designers. 

Consequently, a MAC-level protocol designed to 
operate in this environment must satisfy certain re- 
quirements. 
(1) It must be simple enough to be directly imple- 

mented in hardware, so that it can exploit the 
bandwidth capacity offered by optical fiber. 

(2) It must be fair; i.e., the throughput and transmis- 
sion delay of a station must be independent of its 
location within the network. 

(3) The throughput of the protocol must be indepen- 
dent of the network’s size and transmission rate. 
As a result, the MAC protocol should be equally 
suitable for either a LAN or a MAN networking 
environment. 

(4) The access delay of the stations should be 
bounded. This ensures that a process will always 
be able to transmit at regular intervals regardless 
of the current network load. This is especially 
important for real-time applications such as voice 
and/or video transmission. 

(5) It must be flexible enough to satisfy heteroge- 
neous traffic demands which are typical in an 
integrated services networking environment. 

(6) The format of the transmission slot should be 
compatible with an ATM cell so that the inter- 
face of these networks to ATM networks be- 
comes easy. 

Recently, several new MAC protocols for high- 
speed LANs and MANS have been proposed with the 
aim of meeting some or all of the requirements listed 
above, including Distributed Queue Dual Bus 

(DQDB) [61, P,-P ersistent [7], Load-Controlled 
Scheduling of Truflc (LOCOST) [8], and Cyclic 
Reservation Multiple Access (CRMA) [9]. Of partic- 
ular interest to us in this paper is the pi-persistent 
protocol since it can theoretically achieve a bus 
utilization of nearly the bus capacity while providing 
fair access to all stations under any loading scenario. 
Because of these characteristics, it has been receiv- 
ing a lot of attention from the research community 
[lo- 131. In the static case [7], the pi-persistent 
protocol assumes the traffic characteristics of each 
station and that of the whole network to remain 
unchanged. Hence, it has no mechanism to properly 
adjust the stations’ probabilities p, to respond to 
changing load conditions (where the pi’s are parame- 
ters of the p,-persistent protocol). The dynamic ver- 
sion of the p,-persistent protocol [lo] is a probabilis- 
tic scheduling scheme that relies on the station’s 
ability to monitor the channel and observe feedback 
on the bus in order to adapt to changing network 
conditions. Under dynamic control of the protocol 
[ 10.1 11, the stations use overlapping time windows to 
estimate the mean packet arrival rates at the other 
stations based on traffic that is seen by all stations, 
so the effects of the network characteristics is mini- 
mal. 
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This dynamic control algorithm is a very novel 
scheme and is extremely effective such that it contin- 
uously adjusts the stations’ probabilities pi at their 
proper levels as governed by the offered traffic. For 
this reason it has been adopted by various re- 
searchers [ 131. However, as was indicated by the 
inventors of this algorithm [lO,l I], this dynamic 
control algorithm has two drawbacks. First, since 
this algorithm is required to monitor the traffic of 
each station in the network in addition to the whole 
traffic of the network, each station must have N + 1 
counters, one counter to keep track of the traffic of 
the whole network and N counters to keep track of 
the traffic generated by the N stations attached to the 
network. As a result, the station’s hardware can be 
costly especially when a very large number of sta- 
tions are attached to the network. Further, upon the 
addition of each new station, a new counter has to be 
inserted into the stations’ hardware which can be 
very unpractical. Second, updating the pi’s using this 
dynamic algorithm can take a considerable amount 
of processing time. This, in turn, can have a big 
effect on the behavior of the protocol. 

In this paper, we present a oariant of this novel 
dynamic control algorithm that requires only 4 coun- 
ters per station to continuously adjusts the stations’ 
probabilities p, at their proper levels as governed by 
the offered traffic no matter how many stations are 
attached to the network. Moreover, we get exactly 
the same results as that of the original dynamic 
control algorithm. Also, the processing time for up- 
dating the pi using our algorithm is a lot less than 
that of the original dynamic control algorithm. 

This paper is organized as follows. Section 2 
overviews the p,-persistent protocol. In Section 3, 
we present the original dynamic control algorithm 
and the LWiunr algorithm proposed in this paper, 
and we compare them together. Finally, we conclude 
the paper in Section 4. 

2. The pi-persistent protocol 

The pi-persistent protocol described in this paper 
is for folded bus networks as shown in Fig. l(b). 
There are N stations attached to the network which 
are numbered sequentially from 1 through N, with 
station 1 being at the head of the outbound channel. 
Each station has a transmitter T on the outbound 

channel and a receiver R on the inbound channel. 
Further, each station has the ability to sense on both 
channels; for the outbound channel a station can 
sense the transmissions made by all upstream sta- 
tions using a separate tap S, and for the inbound 
channel a station can sense all transmissions made 
on the bus using its receive tap R as illustrated in 
Fig. l(b). Using this network, the time is slotted, 
with each slot equaling a packet’s transmission time. 
If a slot contains a packet transmitted by a station, it 
is full, otherwise, it is empty. Empty slots are gener- 
ated at the head of the outbound channel and traverse 
the entire length of the bus, visiting each station in 
sequence. The p,-persistent protocol provides for 
fully distributed control of access to the bus network. 
Next, we review the protocol’s static algorithm and 
then its dynamic control version. 

2.1. Static p,-persistent protocol 

The static PI-persistent protocol is applied by 
each station as follows [7]: 

Step 1: At the beginning of each time slot, the sta- 
tion checks to see if the slot is empty. 

Step 2: If the slot is empty and if the station has a 
packet to transmit, the station will transmit 
the packet in this slot with probability p,. If 
no transmission occurs, the packet is saved, 
and the station goes back to Step 1. If the 
slot is not empty, or if the station does not 
have a packet to transmit, the station goes 
straight back to step 1. 

Each attached station i has its own transmission 
probability p, which is chosen to satisfy some de- 
sired performance criterion on the network. Given a 
network such the one in Fig. l(b), it is clearly 
apparent that there is an inherent unfairness in the 
system if p, is not chosen carefully. For example, if 
all of the p,‘s were chosen equal to 1, station I 
would receive the best service from the network 
since it can potentially transmit in every slot. On the 
other hand, station N is clearly at the greatest disad- 
vantage, since it has access to only those slots re- 
maining empty after all of the other stations have 
attempted transmission. To create a fair system, the 
pi’s can be chosen to impose equal average packet 
delay for all stations on the network. The delay is the 
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time from a packet’s arrival at a station’s queue A, = v/r], the estimate of the current value 
under it has completed transmission. of Aj. 

Approximate formulas for satisfying this fairness 
criteria were derived in [lO,ll]. They compute the 
p,‘s based solely on the average arrival rate Ai (in 
packets/slot) at each station. To achieve equal aver- 
age packet delay, the pi’s should be chosen such that 

Step 2: Compute A = Cy=, A,, the estimated current 
total offered load to the network. 

Step 3: Compute p, by substituting the Ai and A 
for the A, and A in equation (1). 

This algorithm provides a means for each station 
to dynamically learn the status of the network traffic 
and adapt to it so as to preserve the desired form of 
fairness. It was shown through series of experiments 
that this dynamically controlled p,-persistent proto- 
col is an effective means of access control for a 
unidirectional broadcast bus network [lo]. The sta- 
tions execute the algorithm to quickly adjust their 
pi’s to the proper levels to compensate for traffic 
changes or sudden increases in queue length. More- 
over, the algorithm is relatively simple and is exe- 
cuted locally and independently at each station, so 
that access control is fully distributed. 

2(1 -A)+Ai(l +A-&) 

pt= (2-A,)(l- C>IiiAj) ’ 
(1) 

where i= 1, 2,..., N, and A = ,Zyz i Aj is the total 
offered traffic to the network in packets/slot. 

2.2. Dynamic p,-persistent protocol 

In a real network the traffic loads will be varying, 
so a fixed setting of p, at each station will not yield 
the best results. Consequently, it is necessary to 
dynamically alter the pi’s in response to changing 
traffic conditions. In a distributed system such as the 
one being considered here, it is not possible for each 
station to precisely know the arrival rates at all of the 
other stations. However, since each station can sense 
all the traffic on the outbound channel, it can approx- 
imate these rates by estimating the traffic from each 
station on the inbound channel as a percentage of the 
total traffic seen on the bus. 

The inventors of the pi-persistent protocol pro- 
posed a novel algorithm to enable stations to periodi- 
cally update their pi values using the above equation 
(1) based on the traffic seen at the receiver of each 
station [ 10,111. The algorithm includes two design 
parameters, T and K, which are used as follows. 
Each station i updates its pi synchronously after 
every r units of time, where T equals an integer 
multiple of a slot duration. Each such update utilizes 
estimates of the current A,, based on the traffic 
observed by station i over its most recent time 
window, of length q = KT. Specifically, at each 
instantoftime nr (n=O, I,..., K- 1, K+ I, K+ 
2,. . >, Station i (i = 1, 2,. . . , N) executes the fol- 
lowing steps: 

Step I: Compute for j = 1, 2,. . . , N: 
3 = number of packets transmitted by Sta- 
tion j during the time interval 7 = [(n - 
K)*T, ml, where (n - K)’ = max(n - 
K, 0); and 

However, as pointed out by the inventors of this 
algorithm, this dynamic control algorithm has two 
drawbacks [ IO,1 11. First, since this algorithm is re- 
quired to monitor the traffic of each station in the 
network in addition to the whole traffic of the net- 
work, each station must have N + 1 counters. one 
counter to keep track of the traffic of the whole 
network and N counters to keep track of the traffic 
generated by the N stations attached to the network. 
As a result, the station’s hardware can be costly 
especially when a very large number of stations are 
attached to the network. Further, upon the addition 
of each new station(s), new counters have to be 
inserted into the stations’ hardware which can be 
very unpractical. Second, updating the pi’s using this 
dynamic algorithm can take a considerable amount 
of processing time. This, in turn, can have a big 
effect on the behavior of the protocol. 

In the next section, we will present a uariant of 
this novel dynamic control algorithm that requires 
only 4 counters per station to continuously adjusts 
the stations’ probabilities pi at their proper levels as 
governed by the offered traffic no matter how many 
stations are attached to the network. Moreover, we 
get exactly the same results as that of the original 
dynamic control algorithm. Also, the processing time 
for updating the p, using our algorithm is a lot less 
than that of the original dynamic control algorithms. 
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3. Hardware-efficient dynamic pi-persistent pro- 
toco1 

In this section, we present a variant algorithm of 
the dynamic controlled pi-persistent algorithm pre- 
sented in the previous Section. This new algorithm 
requires only 4 counters per station no matter how 
many stations are attached to the network while 
getting exactly the same results as that of the origi- 
nal dynamic control algorithm. 

Let us recall Eq. (1) which is used to satisfy the 
fairness criteria in a folded bus network to make our 
explanation more clear: 

2(1 -A) +A*(1 +/A-A,) 

pi= (2-A,)(l- x;;i$,) . 

According to the pi-persistent protocol, in order 
to calculate the value of pi, we need to know all Aj 
where j = 1, 2, 3,. . . , N - 1. However, by examin- 
ing closely the above equation, we do not need to 
estimate the values of all Aj. There are four values 
that are needed by the above equation in order to 
calculate pi, which are: 
(1) A, 
(2) Ai, 
(3) A,, and 
(4) Ci.-‘A ,=I j' 

If a station i knows all these 4 values, it can 
calculate pi according to equation (1). Consequently, 
we need only to estimate 4 values by observing the 
traffic on the network. In order to do this, each 
station i needs 4 counters at its interface with the 
network. Denote these counters by C, Ci, C,, and 
C,. Each of these counters is used to estimate one of 
the values which are all needed by Eq. (1) to find pi 
as follows: 
(1) C is used to estimate A. Consequently, this 

counter is increased by 1 if the receiver R (see 
Fig. l(b)) of a station senses a nonempty slot. 

(2) C, is used to estimate hi. Consequently, this 
counter is increased by 1 if a station i generates 
a new packet. 

(3) C, is used to estimate A,. Consequently, this 
counter is increased by 1 if the receiver R of a 
station senses a nonempty slot sent by station N. 

(4) C, is used to estimate Xi:: Aj. Consequently, 
this counter is increased by 1 if the tap S (see 
Fig. l(b)) of a station senses a nonempty slot. 

Like the original dynamic algorithm, our uariant 
algorithm includes two design parameters, T and K, 
which are used as follows. Each station i updates its 
pi synchronously after every T units of time, where 7 
equals an integer multiple of a slot duration. Each 
such update utilizes estimates of the current A, A,, 
A,, and CiZ : Aj based on the traffic observed by 
Station i over its most recent time window, of length 
r] = KT. Specifically, at each instant of time TZT 
(n=O, l,..., K- 1, K+ 1, K+2 ,... ),Station i(i 
= 1, 2,..., N) executes the following steps: 
Srep 1: Compute 

vi = number of packets transmitted by Sta- 
tion i (as indicated by the counter Ci) during 
the time interval 7 = [(n - K) *T, wr], where 
(n -K)’ = max(n - K, 0); and 
Q = number of packets transmitted by sta- 
tion N (as indicated by the counter C,) 
during the time interval 77 = [(n - 
K)*T, wr], where (n - K)* = max(n - 
K, 0); and 
TIN = number of packets transmitted by up- 
stream stations (as indicated by the counter 
C,) during the time interval TI = [(n - 
K)*T, ml, where (n - K)’ = max(n - 
K, 0); and 
vr = number of packets transmitted by all 
stations (as indicated by the counter C) dur- 
ing the time interval 77 = [(n - K)‘T, no], 

where (n - K)’ = max(n -K, 0); and 
Ai = vi/~, the estimate of the current value 
of A,. 
A,,, = fl~/n, the estimate of the current value 
of A,. 
A, = q.Jv, the estimate of the current total 
offered load of upstream stations, A,. 
A = ~)r/v, the estimate of the current tal 
offered load to the network, A. 

Srep 2: Compute pi by substituting the Ai for A, AN 
for A,, A, for C;.Zi, A, and A for A in 
equation (1). 

Now, a point-by-point comparison of this algo- 
rithm with the original dynamic algorithm is in 
order: 
l Both algorithms yield exactly the same results. 
l The original dynamic algorithm requires N + 1 

counters per station for an N-station network, 
while our variant dynamic algorithm requires a 
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constant of 4 counters per station no matter how 
many stations are attached to the network. 

l Upon the addition of each new station(s), new 
counters have to be inserted into the stations’ 
hardware which can be very unpractical if the 
original dynamic algorithm is being used. Using 
our new algorithm, no new counter may be added 
or deleted. 

l Unlike our algorithm, updating the pi using the 
original dynamic algorithm can take a consider- 
able amount of processing time. This, in turn, can 
have a big effect on the behavior of the protocol. 

4. Conclusion 

We have presented a variant of the original dy- 
namic algorithm for the p,-persistent protocol. Both 
algorithms yield exactly the same results. However, 
our new algorithm has the advantage that it requires 
only 4 counters per station as compared to the 
requirement of N + 1 counters per station for the 
original dynamic algorithm for an N-station network. 
This results in a considerable savings in hardware 
cost for each station interface to the network. More- 
over, our new algorithm requires a lot less process- 
ing time for the updating of the p;‘s. This, in turn, 
can have a considerable impact on the behavior of 
the protocol. Consequently, using our new dynamic 
control algorithm, the p,-persistent protocol seem to 
be an ideal protocol for high-speed MANS. 
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